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GPT-SW3: a foundational resource for Swedish NLP



Language models learn language by reading text

Can be used to solve (all) language processing tasks

Pretrain - finetune - predict

magnus.sahlgren@ai.se



magnus.sahlgren@ai.se

ML  Task

ML  Task

ML  Task

ML  Task

Before 2018 After 2018

LM
ML  Task

ML  Task

ML  Task

ML  Task



magnus.sahlgren@ai.se

After 2021

 Task

 Task

 Task

 Task

LLMLM
ML  Task

ML  Task

ML  Task

ML  Task

After 2018

Encoders Decoders



magnus.sahlgren@ai.se



magnus.sahlgren@ai.se



DATA

D
A
T
A

STACK
MORE
DATA

magnus.sahlgren@ai.se

Kaplan et al. (2020) Scaling laws for neural language models Hofman et al. (2022) Training compute-optimal large language models



https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
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Solve tasks by formulating them as generative tasks

Input instructions to the model (prompts)

In theory no limit to what tasks we can solve,
as long as we can formulate prompts
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https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.htmlhttps://arxiv.org/pdf/2005.14165.pdf



Prompting: zero-shot, one-shot, few-shot

Prompt-tuning: find prompts that work well

P-tuning: find embeddings that work well 
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Data Infrastructure Competence 
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Data Infrastructure 

Competence

AI Nordics Discord: 
discord.gg/hh3fpz6X
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Large models require large data

BLOOM:    366B tokens
GPT-3:      500B tokens
PaLM:       780B tokens
Chinchilla:   1.4T tokens

How do we find enough data in a small language like Swedish? 



Swedish is a small language, but with close friends
Pool resources from typologically similar languages

The Nordic Pile: 
Swedish, Norwegian, Danish, Icelandic, English 
1.3 TB in total
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● Normalization (whitespace, character encoding)
● Quality filtering
● Exact deduplication
● Fuzzy deduplication (intra-language LSH)
● Weighting of data sources

Tokenizer: SentencePiece
Vocabulary size: 64k
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Raw distribution Weighted distribution
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GPT-SW3



NVIDIA SuperPOD:
60 NVIDIA DGX-A100 compute nodes

Each DGX-A100:
8 NVIDIA A100 Tensor Core GPUs

Each A100 GPU: 
40 GB on-board HBM2 VRAM

Nvidia Mellanox Infiniband networking
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GPT-SW3



magnus.sahlgren@ai.se

Compiled by Stella Biderman, 
Eleuther AI
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Validate the use of GPT-SW3 for solving NLP tasks

Models, API, and applications

Private sector (small and large), public sector, academia

GPT-SW3 validation project (2022-2024)
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